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Abstract [1] and crossed cube [3]; some focused on reduction of

the number of edges of the hypercube, for example cube-
This paper introduces a new interconnection network for connected cycles [13] and reduced hypercube [15]; and
very large parallel computers called metacube (MC). An some focused on both, as in the hierarchical cubic network
MC network has a 2-level cube structure. An M@k [4]. One major property of the hypercube is: there exists
network connect&™ nodes with m- k links per node, an edge between two nodes only if their binary addresses
where k is the dimension of a high-level cube and m is thediffer in a single bit. This property is at the core of many al-
dimension of low-level cubes (clusters). An MC network gorithmic designs for efficient routing and communication
is a symmetric network with short diameter, easy and effi- in hypercubes. In this paper, we refer to it as the hyper-
cient routing similar to that of hypercubes. However, an MC cube’skey property Generally, variations of the hypercube
network can connect more than one hundred of millions of that reduce the diameter, e.g. the crossed cube and hierar-
nodes with only 6 links per node. Design of efficient rout- chical cubic network, will not satisfy this key property. An
ing algorithms for collective communications is the key is- alternative to the Star graph, called Macro-Star [14], also
sue for any interconnection network. In this paper, we also reduces the number of edges, but the routing algorithm on
show that total exchange (all-to-all personalized communi- @ Macro-Star network is much more complex than that on a

cation) can be done efficiently in metacube. hypercube.
Our goal is to accommodate as many nodes as possi-

ble with a fixed number of links per node, and at the same
time, keep the main structures and desirable properties of
the hypercube such as the key property, small diameter, ef-
ficient routing, broadcasting, and total exchange etc. In this
paper, we propose a new interconnection network, called
metacubgMC) and describe an optimal routing algorithm
for total exchange in an MC. The MC shares many desir-
able properties of the hypercube and can be used as an in-
terconnection network for a parallel computer system of al-

1. Introduction

An n-dimensional hypercube, am-cube, contains 2
nodes and has edges per node. If uniguebit binary ad-
dresses are assigned to the nodes af-anbe, then an edge
connects two nodes if and only if their binary addresses dif-
fer in a single bit. Because of its elegant topological prop-

erties and the ability to emulate a wide variety of other fre- most unlimited size with just a small number of links per

guently used networks, the hypercube has been one of th%ode. For example, an MC(3) with 6 links per node has
most popular interconnection networks for parallel com- 227 _ 134 217728 n,odes

puter systems. However, in the hypercube, the number of

d de i | ithmicall h | The remainder of this paper is organized as follows. Sec-
edges per node increases logarithmically as the total nuMs,, 5 introguces the MC network. Section 3 gives a total

ber of nodes increases. If one node has one processor, thgxchange algorithm on an MC and analyzes its time com-

totgl number tf’f p_rocestsprts (Ijnta paralle;lhsys(tjen:j W'twa?] {)Iexity. Finally, Section 4 concludes the paper and presents
cube connection is restricted to several hundreds. We havey . e b focoorch issues on metacubes.

found an interconnection network which will link millions
of nodes with only a small number of links per node while . .
retaining the hypercube’s topological properties. 2. Metacube interconnection network

Several variations of the hypercube have been proposed
in the literature. Some variations focused on reduction of ~ There are two parameters in an M&:and m.  An
the hypercube diameter, for example the folded hypercubeMC(k, m) contains ¥ classes Each class containg®-Y
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Figure 1. A metacube MC(2,2)

clustersand each cluster contain§ 2iodes Therefore, an
MC(k, m) containsp = 2™+ nodes and the number of bi-
nary bits of the node addressris= m2K + k. The value of

k affects strongly the growth rate of the size of the network.
An MC(1,m) containing 2™ nodes is called aual-
cube[9] [10]. Similarly, an MC(2m), an MC(3m), and

an MC(4m) containing 2™2, 28™3 gnd 264 nodes,
are calledquad-cubeoct-cube andhex-cuberespectively.
Since an MC(33) contains 27 nodes, the oct-cube is suf-
ficient to construct practically parallel computers of very
large size. The hex-cube is of theoretical interest only. No-
tice that an MC(0m) is anm-cube.

In the following discussion, we usec,m[2¢ —
1],...,m[1],m[0]) to denote a node address. It ha&{21)
fields. c, located in the %th (leftmost) field position, is
the k-bit class_id which defines thelassof a node;m|c|,
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located in thecth field position, is them-bit node_idand
(m2k—1],...,mc+1],mc—1],...,m[0]) is them(2k — 1)-
bit cluster_id For the different value o€, the field po-
sition of thenode_idin the address is different. The ad-
dress of a specific node, nodéor instance, is denoted with
5= (Cs,Ms[2 — 1],...., ms[1], mg[0]).

An MC(k,m) is constructed in the following manner.
Within a cluster,m links per node form amm-cube. We
call thesem links cube-edgesThe links that connect nodes
in different clusters are defined as following. Two nodes
whose addresses differ only in one bit within thbit class
field are connected by a link. There &esuch links per
node, we call thesk links cross-edgesTherefore, a node
in an MCk, m) hasm+k links: mlinks construct dow-level
m-cube andk links construct aigh-level kcube.

The addresses of two nodes connected by a cross-



edge differ only in one bit within the kh field (-bit a single output port at a time. The port model of a net-
class_id ¢ and there is no direct connection among the work system refers to the number of internal channels at
clusters of the same class. The addresses of two nodegach node. In order to reduce the complexity of communi-
connected by a cube-edge differ only in one bit within cation hardware, many systems support one-port communi-
the cth field (m-bit node_id nfc]). For example, the cation architectures. We also assume the linear cost model
neighbors in the cluster of the node (01,111,101,110,000)in which the transfer time for a message is linearly propor-

(class_id c= 01 and node_id nic] = 110) in an
MC(2,3) are (01,111,101,14000), (01,111,101,10000)
and (01,111,1011®,000). The two neighbors in tlkecube
are (00111,101,110,000) and11111,101,110,000).

tional to the length of the message.

We usecut-throughswitching technique [6] [7] to per-
form the total exchange. In cut-through switching, each
message is serialized into a sequence of pieces and is sent

Figure 1 shows the structure of an MCZ3, where the  in a pipeline fashion. The router can start forwarding the
clusters in the same square are of the same class. In Figheader and the following data bytes as soon as routing de-
ure 1, there are 222-1) _ 64 clusters in each class and Cisions have been made and the output buffer is free. For

each cluster is a 2-cube. The figure shows only 4 high-levellong messages, the pipelining effect of cut-through switch-
cubes, each of these contains a distinct node in cluster 0 ofng reduces the effect of path length on network. The pre-
class 0. dominantwormholeswitching [12] is just a special form of

the total number of links in an MC is equal tg/(m+ k), time for a message of lengthto be sent to a node of dis-
wheren = m2 + k. For example, fok = 2 andm = 3 tanced is ts+ gty + dt,,, wheretg is startup latency, the time
(n= 14), each of the two networks contains 16,384 nodes; arequired _for Fhe system to handle the message at the source
hypercube contains¢x 14/2 = 114,688 links, whereas an and destination nodet is the per-word transfer time (i

MC contains 2* x (3+2)/2 = 40,960 links. The reduction is the bandwidth of the communication links), apds the

in the total number of links for this example is 73,728 links, Per-hop time, the time to switch an intermediate node.
or about 64%. In total exchange, each node sends a distinct message to

every other node. The total number of messagggps- 1)
wherep is the number of nodes. Because the metacube has
much smaller number of links compared to the traditional
hypercube, we must find a proper way to perform total ex-
change in metacube efficiently. The two key points are

3. Total exchange algorithm

3.1. Communication model and total exchange

1. to determine the order of destination nodes for a source
node so that every pair of source and destination nodes
has the same path length in every sending step, thus

Design of efficient routing algorithms for collective com-
munications is the key issue in message-passing parallel
computers or networks [2] [5] [8] [11]. Collective com- every source node spends the same time to send a mes-
munications are required in load balancing, event synchro- sage to a destination node; and
nization and data exchange. Based on the number of send- 2. to perform the conflict-free routing.

ing and receiving processors, these communications can b? . .
e e o e n the following, we focus on an M®&(m) with k = 2 (quad-
classified into one-to-many, one-to-all, many-to-many and cubd. The idea should also work for an M) with

all-to-all. The nature of the messages to be sent can b . . ) . .
e . : i > 3. We describe an innovative policy for arranging the
classified into personalized or non-personalized (multicast o .
order of thep— 1 destination nodes from a given source

or broadcast). The all-to-all personalized communication, . ) ;
. . ' node, and an optimal routing strategy for total exchange in
called total exchange sometimes, is at the heart of numeri- . . ;
an MC(2 m) in the following subsections.

cal applications.

An important metric used to evaluate the efficiency of
communications isommunication latencgr transmission
time The transmission time depends on many factors such
as contentions, switching techniques, network topologies
etc. Therefore, we first define the communication model
used in this paper.

We assume that the communication links are bidirec-
tional, that is, two directly-connected processors can send
messages to each other simultaneously. We also assume the2.
processor-bounded model (one-port model) in which each 3.
node can access the network through a single input port and

3.2. An efficient algorithm for total exchange

We adopt the following strategy: each node sends one
message to its destination at @@nmunication steprhere
are totally o — 1) communication steps. Our goals are that

1. each node sends a distinct message to every other node
through a shortest path,
all thep nodes send messages simultaneously and

all the paths do not conflict with each other at any given
time.
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We give an efficient algorithm (Algorithm 1) which deter-
mines the order of thep(— 1) destination nodes for the
source nodes, and then calls the routing algorithm to be

3.3. A conflict-free routing algorithm

In the total exchange, all nodes send messages simulta-

specified in the next subsection. All the nodes execute theneously, each path must not conflict with every other path

same algorithm simultaneously. The variablés the ad-
dress of the node, arlds .. is the set of messages to be sent
out froms. We use C/Java style to present our algorithms.

Algorithm 1 (TotalExchangen{, s, Ms )
1. begin /* Mgy is the message from node s to node d */

2. for c[4 =0to3do * each class_id */
3. for c[3]=0to2™—1do
4. for c[2] =0to 2" —1do
5. for c[1] =0to2™—1do
6. for c[0] =0to 2™ — 1 do /* each node_id */
7. x=c[4]@cs; /*cgisthe class_id of s */
8. d = (c[4], c[3®X], c[2®X],
c[l®X, c[0®X]) DS,
9. if (d # s) Routing, s, d, Ms 4);
10.end

According to the format of a node address for an MC(2,
m), we use five “for” loops to generate destination ad-
dresses. Variable[4] is aclass_id c[0] is anode_idand
c[1], c[2], c[3] together form ecluster_id The operator
@ is a bitwise exclusive-OR logical operation, anglis
theclass_idof s. Considers= 0 (cs = 0), the destination
noded = (0, c[3], c[2], c[1], c[0]) if c[4] = 0. That is,c[i]

(0 <i < 3) appears in the field positiarof d. For the dif-
ferent value ot[4] (class_id, c[0] (node_id should appear
in different field position. The rule for the field position of
cli] (0 <i < 3) is thatc[i] should be in the field position
(i c[4]). From the algorithm, fos = 0, we have

c[4 =0 = d=(0, c[3], c[2], c[1], c[0]);
c[4=1= d= (1, c[2], c[3], c[0], c[1]);
c[4 =2 = d=(2, c[1, c[0], c[3], c[2));
cl4 =3 = d=(3, c[0], c[1], c[2], c[3)]).

For the cases of # 0, we get the destination nodk=
(c[4], c[3®X], c[2@X], c[1DdX], c[0dX]) &S, wherex =

cl4] ¢ cs is theclass_idof d. The operationbx makesc|i]

(0 <i < 3)located in the proper field position and the oper-
ation®s makes every pair ofs(d) symmetric with eveng.
This algorithm ensures that

1.

2. every pair of § d) generated by the algorithm at the
same step has the same distance betweedd in an

MC(2,m).

Then the messagds g is routed fromstod if d #s. The
routing algorithm is given in the next subsection.
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at any given time. In this subsection, we present an optimal
routing algorithm that generates conflict-free shortest path
fromstod.

In a hypercube, two nodessandd whose addresses dif-
fer in | bits are connected by a shortest path of lerigth
| is calledHamming distancéetweens andd that equals
the number of non-zero bits in the binary representation of
s®d. A message traveling fromto d must pass through at
leastl links. There should be more than one solution for a
message traveling fromito d. Through this paper, we fol-
low the ascending routingstrategy, by which the least sig-
nificant non-zero bit o6& d is chosen as the first dimension
for routing and so on.

In a metacube, onlsncube-edges can be used for routing
within a cluster. That is, the routing can take placectim
field (m[c]) for a cluster of class. Routing within a cluster
can be done as a similar manner as a hypercube does. We
list it below (Algorithm 2), wheréMs 4 is the message from
sto d, diff = d & s, currentis a node the message arrived
andc is theclass id of the cluster. Notice thaturrentis a
global variable.

Algorithm 2 (routingInClusterrf, c, diff, Mg 4))

1. begin /* routing within a cluster of class ¢ */
2. fori=0tom—1do
3 go= myir[c] & 2';
4 if (go#0)
5. rTEurrent[c] = mcurrent[q @©go;
6. sendMsg to current
7. end

This algorithm is just for routing within a cluster of class
¢. Routing froms to d needs to go along cross-edge(s) if
sandd are in different clusters. We therefore must deter-
mine a class sequence along which a path fsmndd can
be built. We defindype of a destination nodd to indi-
cate the difference between the addressesasfdd. The
definition of type simplifies the construction of a shortest
path for class sequence frazato cq4, called classPath. The
classPath is the key for the conflict-free routing in total ex-
change. If everym[i] = myli], for 0 <i < 3, i # ¢s and
i # cq, lettype= 0. In such a case, a path can be obtained

it generates every other node address exactly once an@y routing within the cluster of, going along cross-edge(s)

in high-levelk-cube to the cluster ad, and routing within
the cluster ofd. That is, no cluster other than the clusters
of sandd needs to be routed inside. Otherwise, a cluster of
classi must be routed inside. Based on the appearance of
suchi, typemay be 1, 2, or 3.

Except for the field positions 0 ardkst if there is only



one fieldi in which mg[i] # myli], thentypeis 1 or 2 depend Table 1. List of classPaths with path lengths
on the field position of; otherwisetype= 3 (the case of

dest= 0 is special in whichtype= 3 as long asng[3] # type 0 1 2 3

my[3]). For anys andd, the procedure for gettintypeis g::fg g) 1) (é ; g) 1) ((23’ 22 %) 1) ((43: 12' 33 21‘)0)

shown in Algorithm 3. The input parameters arandd d B ’ T ) T

. est=2 | (1,2) (3.1,3,2) (3,1,3,2) (3,1,3,2)

and .thetypewnl.be returne_d. We g;destz Ca © Cs. The dest=3 | 2.1,3) (2 1,3) @.1.3) 4, 1,3,2,3)

@cs is also applied to the field position for each field.

Algorithm 3 (getType §, d)) renamingtechnique so that one such table can be used for
1. begin any node. The node renaming technique is relied on the
2. type=0; fact ofy® x@ x =y for anyx. For a source nodsand a
3.  switch (dest=cq®cs) destination node, if cs andcy are the same, then the first
4 case 0: *sandd are of the same class */  line (dest= 0) in Table 1 will be accessed with the index
5. if (Mg[2® cs| # Ms2D¢s]) type= 2; dest= cg @ cs = 0. The real class for the next cross-edge
6. if (Mg[1®cs] # ms[lbcg]) type=type+1; traveling can be gotten by & cs, whereg; is the class ob-

! T (my[3® e #ms3@cs) type=3,break; tained from the table. The conflict-free shortest path rout-
g cai?e(nl](.j B £ msl[:;;; ?S?)d ?yg;ﬁfrz'.n dimension 0 */ ing algorithm for the total exchange is given in Algorithm 4

10. if (Ma[2¢s] # ms[2e¢cs)  type= type+ 1; break; which is invoked by Algorithm 1.

11. case 2: /* cs and g differ in dimension 1 */ . .

12. if (my[3@ ¢ # M3 cy) type=2; Algorithm 4 (Routing (n, s, d, Msg))

13. if (My[1cs] # ms[lecs]) type= type+ 1; break; 1. begin /* Mggq is the message from node s to node d */

14. case 3: I* csand g differ in dimensions 0 & 1 */ 2. diff=d@s, /*different address bits of d and s */

15. if (My[2& cs] # Mms[2ed¢s]) type=2; 3. current=s, /* current node=s */

16. if (mg[1®cs| # ms[ldcs]) type= type+ 1; break; 4. dest=cq®cg I* ¢4 (c) is class_id of d (s) */

7. return (type); 5. type= getType §, d); /* call Algorithm 3 */

18.end 6. next=0;

In order to avoid conflicts, we construct the routing paths ; 5&?:?2;2&”5}:;&, gfﬁg{ ts;)fg c';}/;&'d)’

based on a set of classPaths which is generated with they’
typesand thedestsof destination nodd. The classPath by- _ .
passes some classes based on the information carried in t _ ?;;m_dctls iili’ritr!::esttype next & cs;
value oftype The routing path frons to d in our routing 12. if (curant;é d)
algorithm which is constructed from classPath, is a short-
est path. Here, we show the table of classPaths includin end
the lengths of the classPaths (Table 1) for the nodes of class
0 to route fromcs (= 0) to ¢y (= desd in the high-level
k-cube along cross-edges. For each paifd#sttype), the
sequence of numbers in the table indicates the classPath an
its length: the first number is the length of the classPath, and
the restis the classPath. For example, in the cadestE= 1
andtype= 1, the table shows (3, 2, 3, 1): the path length is
3, the class path is (@, 3,1) since a cluster of class 2 must
be routed inside, where 0 is tlodass_idof s and 1 is the
class_idof d. Notice that the class of the source node was
not stored in the table. In our routing algorithm, this num-
ber sequence is accessed with an indext (= 0,1,...):
next= 0 indicates the first number in the sequence (length),
next= 1 indicates the second number (next clasy) t;md so
on. Therefore, classPattgsttype0] is the classPath length,
and classPathesitypenex] for next=1,2,...isaclass in
the class sequence of classPath.

The classPath table listed in Table 1 is for the source

nodes of class 0. A source node located in a different class.l.C . i(t +Ghutith) (n> — (p—1)(ts+gtw) + p(llogp)th
= S L= - S a .
i= I 2

next= next+ 1,

RoutingInClusterify, Ceurrent, diff, Msg);

The algorithm first routes in the source cluster (line 7,
calling Algorithm 2), then goes to a cluster along a cross-
nge based on the classPath table (lines 10-11) and routes in
the cluster (line 12) if necessary. The operations described
in lines 9—12 repeat until reaching the destination node.

All the algorithms (procedures) needed for total ex-
change were described. We analyze the communication
time in the next subsection.

3.4. Time analysis of total exchange algorithm

As mentioned in subsection 3.1, we Use- ts+ gty + dty
to evaluate the total exchange time for metacube. Fonthe
cube’s case, let the number of nodes: 2". Because there

are("") nodes at distandefrom the source node, the time it
takes to sendg—1) messages to all the other nodes is

may need a different routing table. Here we adopiode
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In a metacube, the path length frato d is longer than 3. Develop techniques for mapping application algo-

that in a hypercube. That is, the time an MO takes for rithms onto a metacube.
the total exchangely, will has a larger coefficient df,. 4. Develop fault-tolerant routing algorithms for a
In order to getlu, we calculate the extra distance a node metacube with faulty nodes.

takes to send messages to all the other nodes. For example,
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