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ABSTRACT

The binary hypercube,or n-cube, has beenwidely
usedasthe interconnectiometwork in parallelcom-
puters.However, themajordravbackof thehypercube
is theincreasen the numberof communicatiorlinks
for eachnodewith the increasdn thetotal numberof
nodesn thesystem.Thispaperintroducesanew inter
connectionnetwork for large-scaledistributed mem-
ory multiprocessorgalled dual-cube. This network
mitigatesthe problemof increasingnumberof links
in thelarge-scaléhypercubenetwork while keepsmost
of thetopologicalpropertieof thehypercubaetwork.
We investigatethe topologicalpropertiesof the dual-
cube, comparethem with other hypercube-lik net-
works, and establishthe basicrouting and broadcast-
ing algorithmsfor dual-cubes.

1. INTRODUCTION

The binary hypercubehasbeenwidely usedasthe
interconnectiometwork in a wide variety of parallel
systemssuchaslintel iPSC,the nCUBE[4], the Con-
nectionMachineCM-2 [7], and SGI Origin 2000[6].
A hypercubenetwork of dimensiom containsupto 2"
nodesandhasn edgegpernode.If uniquen-bit binary
addresseareassignedo thenodesof hypercubethen
anedgeconnectdwo nodesf andonly if their binary
addressediffer in a singlebit. Becauseof its elegant
topologicalpropertiesandtheability to emulateawide

variety of otherfrequentlyusednetworks, the hyper
cubehasbeenoneof themostpopularinterconnection
networks for parallel computer/communicatiosys-
tems.

However, the conventionalhypercubehasa major
shortagethatis, thenumberof links pernodein asys-
tem increasedogarithmically as the total numberof
nodesin the systemincreases.Sincethe numberof
links is limited to eightpernodewith currentIC tech-
nology thetotal numberof nodesin a hypercubepar
allel computeiis restrictedo severalhundredsThere-
fore, it isinterestingo developaninterconnectiomet-
work which keepsmost of topological propertiesof
hypercubesandincreasehetotal numberof nodesn
the systemwith afixedamountof links pernode.

In this paper we proposea new interconnection
network, calleddual-cube. The dual-cubeshareshe
desired propertiesof the hypercube,and increases
tremendouslyhe total numberof nodesin the system
with limited links per node. Especially the follow-
ing key propertyof the hypercubes alsotrue in the
dual-cube:eachnodecanbe representetby a unique
binary numbersuchthat two nodesare connectedoy
anedgeif andonly if thetwo binarynumberdiffer in
onebit only. However, thesizeof thedual-cubecanbe
aslarge aseightthousandsith up to eightlinks per
node.

Several variationsof the hypercubehave beenpro-
posedn theliterature.Somevariationsfocusedonthe
reductionof diameternf thehypercubesuchasfolded
hypercubdl1] andcrossedtube[2]; somefocusedon



(a) Crossed cube, CQ(3)

(b) Hierarchical cubic network, HCN(2,2)

(c) Reduced hypercube, RH(2,1)

Figure 1. Three hypercube variations (# edges = 3)

thereductionof thenumberof edgesof thehypercube,
suchascube-connectedycles[5] andreducechyper
cube[8]; andsomefocusedontheboth,like hierarchi-
cal cubicnetwork [3].

The diameter of a network is definedasthe max-
imum of the shortestdistancedor all pairs of nodes.
Thediameterof thecorventionalhypercubes nfor the
n-dimensionahypercube.This is smallerthanthat of
mary othernetworks with the samenumberof nodes.
Generally the variationsof the hypercubehatreduce
the diametere.g. crosseccubeandhierarchicalcube,
will notsatisfythekey propertyin thehypercubemen-
tionedabore. This key propertyis atthe coreof mary
algorithmicdesignsfor efficient routing and commu-
nication.

A folded hypercubd1] is constructedrom a con-
ventionalhypercubeby connectingeachnodeto the
uniquenodethatis farthestfrom it. Thefoldedhyper
cubemay performbetterthanthe correspondingon-
ventionalhypercubebecausef its smallerdiameter
whichis [n/2] for a network with 2" nodes.Because
thefoldedhypercubeneedsanextralink for eachnode,
it resultsin higherVLSI compleity.

The crosseccube[2] CQ(n) usesthe sameamount
of resourcessthe corventionalhypercube lts diam-
eteris abouthalf of the diameterof the hypercubepr
more precisely it is [(n+ 1)/2] for a network con-
taining 2" nodes. The crossedcubeis constructedy
repositioningsomeof edgesin hypercube.Fig. 1(a)
shawvs a crosseccubewith 3 edgespr CQ(3).

The hierarchicalcubic network [3] HCN(n,n) has
2" clusterswhereeachclusteris a n-cube.Eachnode
in the HCN(n,n) hasn+ 1 links connectedo it. Of

thesenlinks areusednsidethecluster Theadditional
link is usedto connecihodesamongclusters.Fig. 1(b)
shaws a hierarchicalcubic network with 3 edges,or
HCN(2,2). The adwvantagesof the hierarchicalcubic
network are that the numberof links requiredis re-
ducedapproximatelyto half as mary links per node
andthe diameteris reducedo aboutthree-fourthof a
correspondindnypercube.

The cube-connecteaycles [5] CCCH) is con-
structedfrom the n-dimensionahypercubeby replac-
ing eachnodein hypercubewith a ring containingn
nodes.Eachnodein aring thenconnectdo a distinct
nodein one of the n dimensions. The adwantageof
the cube-connectedyclesis thatthe nodes degreeis
always3, independenof thevalueof n.

The reducedhypercube[8] RH(k,m) is obtained
from the n-dimensionalhypercubeby reducingnode
edgesn hypercubéy following ruleswherek + 2™ =
n. Thereare 22" clustersand eachclusteris a con-
ventional k-dimensionalhypercube. Of the higher
n—k= 2™ dimensionsanodehasonly onedirectcon-
nectionto anothernode. This dimensionof the con-
nectionis decidedby the leftmostm bits in the k-bit
field, i.e., the (2' + k)dimension,wherei is the value
of the m-bit binarynumber Fig. 1(c) shavs areduced
hypercubewith 3 edges,or RH(2,1). The numberof
edgesof RH(k,m) is reducedo k+ 1.

Origin2000[6] is constructedvith corventionalhy-
percubeor foldedcubewhenthenumberof processors
is not solarge (lessthanor equalto 64 processorsor
instance).Origin2000reduceghe numberof links re-
quiredwhenthe systemscaleincrease$y introducing
CrayRoutersusedby the systemamonghypercubes



(called fat hypercube). CrayRouteris the high level
routerthat doesnot connectprocessorslirectly. The
processorsare attachedto the regular routerswithin
the hypercubes. Each router has six links (one of
thesds calledCrayLink),two links areusedo connect
two nodeswhereeachnodecontainstwo processors.
Therefore,a router has four processorsthree local
links usedfor hypercubeanda CrayLink usedto con-
nectto a CrayRouter Whenthe numberof processor
increasesthe numberof CrayRoutersandthe dimen-
sionof eachCrayRoutemwill alsoincreaseThelargest
Origin2000 systemcan connectup to 2° x 23 x 4,
or 1024, processors.It will useeight 5-dimensional
CrayRouterand256regularrouters.

It is practically importantto refine the hypercube
networks suchthat the size of the network canbein-
creasedvhile the numberof thelinks pernodeis lim-
ited by thetechnology If thenumberof links pernode
is n, the conventionalhypercubecanconnectup to 2"
node;thehierarchicatubicnetwork canconnec?'—2
nodeswhile the dual-cubecanconnect2®™1 nodes.

A dual-cubeusesbinary hypercubessbasiccom-
ponents.Eachsuchhypercubecomponents referred
to asacluster. Assumethatthe numberof nodesin a
clusteris 2™, In adual-cubetherearetwo classes with
eachclassconsistingof 2™ clusters.Thetotal number
of nodesis 2™ x 2™ x 2, or 22™1 Thereforethenode
addreshas2m+ 1 bits. Theleftmostbit is usedto in-
dicatethe type of the class(classO andclassl). For
the classO, the rightmostm bits areusedasthe node
ID within theclusterandthe middle m bits areusedas
theclusterID. For theclassl, therightmostm bits are
usedastheclusterlD andthemiddlem bitsareusedas
thenodelD within the cluster Eachnodein a cluster
of classO hasoneandonly oneextra connectionto a
nodein aclusterof classl. Thesetwo nodeaddresses
differ only in theleftmostbit position.

In a r-connecteddual-cube,r — 1 edgesare used
within clusterto constructan (r — 1)-cubeanda sin-
gle edgeis usedto connecta nodein a clusterof an-
otherclass. Thereis no edgebetweenthe clustersof
the sameclass. If two nodesarein onecluster or in
two clustersof distinct classesthe distancebetween
the two nodesis equalto its Hammingdistance the
numberof bits wherethe two nodeshave distinctval-
ues. Otherwise,it is equalto the Hammingdistance
plus two: onefor enteringa clusterof anotherclass

andonefor leaving.

Therestof this paperis organizedasfollows. Sec-
tion 2 describeshedual-cubestructuren details.Sec-
tion 3 discusseshetopologicalpropertiesof the dual-
cube.Section4 givestheroutingandbroadcastingl-
gorithms. Section5 concludeghe paperandpresents
somefutureresearctdirections.

2. DUAL-CUBE INTERCONNECTION NET-
WORK

A r-connecteddual-cubeF; is a undirectedgraph
on the node set {0,1}%~! such that there is an
edgebetweentwo nodesu = (U, ;...uU;) andv =
(Vor_1---Vq) in F if andonly if the following condi-
tionsaresatisfied:

(1) uandv differ exactly in onebit positioni.

2if1<i<r—1thenuy,_,=V,_;=0.

Q)ifr<i<2r—2thenuy_; =V, _;=1.

Intuitively, the set of the nodes u of form
(Ouy _5...Ur*...x), wherex means'don’t care”,con-
stitutesa (r — 1)-dimensionahypercubeWe call these
hypercube<lusters of class0. Similarly, the setof
the nodesu of form (1*...*u,_,...u;) constitutesa
(r — 1)-dimensionahypercubeandwe call themclus-
tersof classl. The edgeconnectdwo nodesin two
clustersof distinctclassis calledcross-edge. In other
word, (u, V) is across-edgé andonly if uandv differ
attheleftmostbit positiononly.

je—Class0 —>}«——— Class 1

————f«—Class 0 —]
Figure 2. The dual-cubes F4
We divide the binary representatiomf a nodeinto

threeparts: Part| is therightmostr — 1 bits, partll is
thenext r — 1 bits, andpartlll is theleftmostbit. For



Class 1

Figure 3. The dual-cubes F,

thenodesn aclusterof class0 (classl), partl (partll)
is callednode ID andpartll (partl) is calledcluster ID.
Partlll is aclassindicator. Theclustercontainsnode
u is denotedasC,. For ary two nodesu andv in F,
C, =C, if andonly if uandv arein the samecluster

Fig. 2 depictsan F; network. The classindicatoris
shawvn atthetop positionin the nodeaddressFor the
nodesof classO (classl), thenodelD (clusterID) is
shawvn at the bottom, andthe clusterID (nodelD) is
shavn at the middle. Fig. 3 shaws only thoseedges
connectingo cluster0 of classl.

3. TOPOLOGICAL PROPERTIES

Throughthis paperwe usethefollowing terminolo-
gies.Let G beaundirectedgraph.A pathfrom nodes
to nodet in G is denotedby s — t. Thelengthof the
pathis the numberof edgesin the path. For ary two
nodess andt in G, we denoted(s,t) asthe lengthof
a shortespathconnectings andt. Thediameterof G
is definedasd(G) = max{d(s,t)|s,t € G}. Thecon-
nectiity of G is definedto bethe minimumnumberof
nodeswhoseremoval disconnectss or reducest to a
singlenode.G is k-connectedf its connectyity is k.

A topology is evaluatedin termsof a numberof
parametersuchasdegree,diametey bisectionwidth,
cost (definedasthe productof the degreeand diam-
eter), averagedistancefor ary two nodes,regularity;
symmetryetc. We shouldconsiderthe network cost
asthe main parameterfor measuringand comparing
of the differenttopologies.Otherimportantmeasures
for networks include the existenceof simple routing
and communicationalgorithms. The dual-cubenet-
works have a binary presentatiorof nodesin which
two nodesareconnectedy anedgeif andonly if they
differ in onebit position,just asin hypercubes.This
featureds the key for designingefficient routing and
communicationalgorithmson dual-cubes. Another
importantfeaturesof thedual-cubess that, within the
given boundon the numberof links per node,sayr,
thenetwork canhave upto 2%~ nodesmorethanthe
hypercubesr the hierarchicaktubescanhave with the
sameboundon the nodedegree.

Table1l summarizeshe degree,diametey cost, av-
eragenodedistanceandbisectionwidth of the hyper
cube and the dual-cubenetworks, assumingthat the
two networks have thesamenumberof nodeswhichis



2", wheren is anoddinteger The dual-cubeshavs a
significantgainin the costof the network. Sincethe
numberof nodesn F; is 221, wehaver = (n+1)/2.
The diameterandthe averagenodedistanceof F will
be shavn in the next sections. The bisectionwidth
of F is obtainedby letting F* = half of the clus-
tersof classO + half of the clustersof class1, and
F2=F —Fl. Itis easyto seethattheremoval of 2"/4
edgeswill disconnecf! andF?, andthis numberis
theminimumfor bisectingF;.

Next, we considerthe problem of recursve con-
structionof F from F,_;. Sincethe numberof nodes
in F is four timesthe numberof nodesin F,_;, we
needfour F,_, in orderto construcia ;. First, wein-
troducethefollowing notation: 2 (a, b,, andb, are
singlebits)is definedasthe setof clustersof classa in
theith F, _,, wherei = b,b, (0 <i < 3).

The node addressin F is assignedas follows.
Supposethe node addressn F,_; hasthe format of
(8% _p.--X1Y;_o--.Y1), Wherex _,...x; is a cluster
(node)ID andy, ...y, isanode(cluster)ID fora=0
(a=1), thenthenodeaddressn F hasthe format of
(@% .- X1PyY; 5. 1).

The F; is constructedas follows: 21 clustersof
classO in F are formed by pairwisely connecting
nodesin % with nodesin S, andnodesin S0 with
nodesin SY; similarly, 2"~ clustersof classl in F
areformedby pairwiselyconnectingrodesin S with
nodesin SI° andnodesin S with nodesin S}t By
following this rule, it is easyto seethatif two nodes
areconnectedtheiraddressediffer in only onebit po-
sition: the addressesf two nodesin class0 (1) differ
in b; (b,), andthe addressesf two nodesin distinct
classediffer in the classindicatorbit.

Fig. 4 shaws the recursve constructionof F, and
F; from F; andF,, respectiely. The recursve con-
nectionsaremarked with bold linesandcurwes. F; in
Fig. 4(a)is aK, thathasonly two nodesonefor each
class.Fig. 4(c)is thesameasFig. 4(b),andFig. 4(d)is
thesameasFig. 2. Theb,b, is writtenin theleft side
in Fig. 4(b) andFig. 4(d). It is easyto checkthatthe
cross-edgearecorrectlyplacedin this construction.

4. ROUTING AND BROADCASTING

The problemof finding a path from a sources to
destinatiort andforwardinga messagalongthe path

is known as the routing problem. The broadcasting
taskis to senda messagdrom a sourceto all other
nodes. Routing and broadcastingare the basiccom-
municationproblemsfor interconnectiometworks. In
thissectionwe will describeroutingandbroadcasting
algorithmsfor thedual-cubenetworks.

In orderto describethe routing algorithm,we need
somenotationfor the neighbomodesof anodese F.
The r neighbornodesof s, s, 1 <i <, are de-
noted as follows: Assumes is of classO and s =
(0ay_,...a;), thens') = (Oa,_,...a 83 _;...a),
wherel <i<r—1,ands") = (la, ,...a). As-
sumesis of classl ands = (1a,, ,...a,), then,s) =
(lay_,...aj,18;8_4...a;), wherer < j <2r—2and
i=j—(r—1),ands") = (Oa, ,...a,).

Theroutingalgorithmis asfollows. If Cs = C; then
it is the routing in hypercubes AssumethatCs # C,.
If Cs andC; areof differentclassessayCs of classO
andC,; of classl, thenwe first routingsto s in Cs
suchthatthenodelD of s is thesameastheclusterlD
of t. Then,routings tot’ € G througha cross-edge.
Finally, t' canberoutedtot in C;. Next, assumehatCs
andC; areof thesameclass,sayCs andC; areof class
0. Wefirst routingsto s’ in Cs suchthatthe nodelDs
of § andt arethesame.Then,weroutes to s’ through
across-edgéthe clusterID of s’ is equalto the node
ID of t). Next, weroutes’ tot’ in C, (of classl) such
thatthenodelD of t’ is thesameastheclusterID of t.
Finally, routet’ tot in onestepthrougha cross-edge.

From the above routing algorithm,assuminghats
andt aredifferentin k < 2r — 1 bits, thelengthof the
routingpathis k if Cs = C; or Cs andC, areof different
classesptherwise,it is k+ 2. Notice thatif C5 and
C; areof the sameclass(say class0)), thenthe path
connectings andt shouldpassthroughanodein class
1. Thisimpliesthatthe shortespathconnectings and
t is of lengthat leastk+ 2. Therefore,Theoreml is
true.

Theorem 1 Assume that nodes sandt in F differ in
k bit-positions. The distance between sand t, d(s,t) =
k+2if sandt arein the different clusters of the same
class; otherwise d(s,t) = k. If sandt are of the same
class and k = 2r — 2 then the distance is the same as
the diameter of F, d(F) = d(st) = 2r.

In an n-dimensionalhypercube,the averagedis-
tancebetweerary two nodess (3L ,C(n,i) xi)/2" =



Table 1. Hypercube v.s. Dual-cube

| Network | Degree | Diam. | Cost | Avg. distance | Bisec.width [  #Links |
Hypercube n n n° n/2 2"/2 2"
Dual-cube|| (n+1)/2| n+1 | (n+1)?%/2| n/24+1-1/20-D/2 2"/4 2'(n+1)/2

Class0 Class1

(& F1

or PP
or PP
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Class 0

Class 1 >

(b) F2

(d) Fs3

Figure 4. The construction of F, and F5from F; and F, respectivel y

n/2. To calculatethe averagenodedistanceof F, _,,
assumehatnodesis in theclusterof classOin F,,_;.
Thenthe averagedistancebetweens and nodesu in
the clustersof class1, avg(d(s,u)), can be calcu-
lated asfollows: First, we computethe averagedis-
tancebetweens andthe 2~ clustersof class1. It
is (1/2 1) sIdC(r —1,i) x (i+1) = 1+ (r—1)/2.
Thereforewe getavg(d(s,u)) = 1+ (r —1)/2+ (r —
1)/2 =r. Similarly, the averagedistancebetweens
andnodev in the clustersof class0, avg(d(s,v)) can
bederivedasfollows: avg(d(s,v)) = (2+ (r—1)/2—
2/27Y 4+ (r—1)/2 =r+1-1/2"-2 wherethefirst
term, representinghe averagedistancebetweens and

the 2~ clustersof class0, comesfrom the fact that
the shortesipathsfrom s to all clustersof classO ex-
ceptthe clustercontainings, requiretwo crossedges.
Fromtheabove two formula,we concludethatthe av-
eragenodedistanceof F,_; isr+1/2—1/2""1,
Thebroadcastingrocesshouldsatisfysomedesir
ableproperties:(1) A nodeshouldnot send(receve)
the messageimultaneouslyto (from) morethanone
of its neighbors;(2) A noderecevesthe messagex-
actly oncefor the whole durationof the broadcasting
process.We shav an optimal broadcastinglgorithm
whichcompletedroadcastingn optimaltime(i.e.,the
diameterof the dual-cube)underthe two restrictions



listedabove.

|«— Class 0 —

Class 1 |

Class 0 —»

Figure 5. Broadcasting in Fg

The algorithm for broadcastingirom a sources
works as follows: Assumethat C is of classO (the
casethatC;s is of class1 canbe donesimilarly). The
sources first sendthe messagéo its neighbors’ = s
througha cross-edgeThen,sands' broadcastsimul-
taneouslythe messageo all nodesin Cs andC,, using
binomial treesof Cs andC, with rootss ands, re-
spectvely. Next, every nodeu € Cs\ {s} andevery
nodeu € C, \ {s'} sendsthe messageo its neighbor
v=u" andVv = U througha cross-edgerespec-
tively. Finally, every v andVv' broadcastshe message
to all nodesin C, andC,,.

Fig. 5 shaws the broadcastingn F;. The sending
nodehastheaddres®f 00000.Thenumbersn thefig-
ure arethe numbersof stepsduring the broadcasting.
From the above algorithm, the broadcastings com-
pletedin 1+ (r — 1) + 1+ (r — 1) = 2r steps.There-
fore, thefollowing theoremis true.

Theorem 2 Broadcasting in F can be done in d(F)
optimal time under the restricted one-port communi-
cation model.

5. CONCLUSION
In this paper we proposeda newv interconnection

network, dual-cubeandshaved mary attractve prop-
ertiesof the dual-cubeincluding recursve construc-

tion, efficientroutingandbroadcastingA lot of issues
concerningdual-cubesireworth furtherresearchWe

list someof thembelaw. (1) Investigatethe collective

communicationin dual-cubes(2) Investigatethe em-

beddingof otherfrequentlyusedtopologiesinto dual-

cubes.(3) Developthe techniquedor mappingappli-

cationalgorithmsontodual-cubes(4) Find maximum
numberof disjoint pathsbetweenary two nodesin a

dual-cubeor a fault-freepath betweenary two non-

faulty nodesin afaulty dual-cube.
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